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Probabilistic Multiple Face Detection and Tracking Using Entropy Measures
Evangelos Loutas, Ioannis Pitas, and Christophoros Nikou

Abstract—A joint probabilistic face detection and tracking al-
gorithm combining likelihood estimation and a prior probability is
proposed in this paper. The likelihood estimation scheme is based
on the statistical training of sets of automatically generated fea-
ture points and a mutual information tracking cue, while the prior
probability estimation is based on a Gaussian temporal model. The
likelihood estimation process is the core of a multiple face detection
scheme used to initialize the tracking process. The resulting system
was tested on real image sequences and is robust to significant par-
tial occlusion and illumination changes.

Index Terms—Arbitration scheme, illumination changes, mutual
information, occlusion.

I. INTRODUCTION

AUTOMATIC detection and tracking of human body parts
(e.g. face, arms) is a challenging research topic with appli-

cations in many domains such as human computer interaction,
surveillance, face recognition and human joint audio and video
localization systems.

In this framework, Bayesian approaches express the posterior
probability of the motion parameters in terms of a prior prob-
ability and a likelihood function [1]. The prior probability is
representative of the previous history of the tracked object and
the likelihood is representative of its similarity to an appear-
ance based model learnt through statistical training. Bayesian
approaches are considered as an effective way for updating prior
information by estimating the posterior probability and using it
as a prior in the next stage of the tracking process. They also
allow the fusion of different tracking cues in order to provide a
joint tracking output.

The main characteristics of the relevant published work are
the use of an image model learnt through statistical training and
the fusion of different tracking cues. An appearance model con-
sisting of a stable component, a transient component and an out-
lier detection process is proposed in [2], while the use of exem-
plar based models in object tracking is introduced in [3]. Object
tracking is performed using color, texture, and edge information
in [4], while edge and ridge information is used in [5]. Grayscale
information and motion models are combined in [6] to perform
tracking of 3-D articulated figures.

Head orientation is calculated by using either feature based
methods [7], [8] or appearance based methods [9], [10]. The
latter rely on using training sets of face images under various
poses, while the former do not require statistical training. Ap-
pearance based methods are particularly interesting, as they can
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be combined in a probabilistic framework to obtain a single per-
ceptual output.

The face tracking scheme proposed in this paper relies on cal-
culating the posterior probability of motion parameters as the
product of a prior probability and a likelihood function. The
construction of the likelihood function relies on an appearance
based model of automatically generated feature point sets and
a mutual information based tracking cue, while the prior prob-
ability is constructed by using a temporal model term. Mutual
information has been widely used in image registration [11]. It
has also been used as a cue selection criterion in multiple cue
tracking systems [12], [13]. The novelty of our approach lies
in the use of mutual information as a separate cue in a proba-
bilistic face tracking framework. Furthermore, the probability
of face observation is constrained by using a temporal model
based on the automatically generated feature point sets. Head
orientation calculation is performed using a mutual information
based scheme as well. The proposed approach does not require
training for head orientation estimation and has shown good re-
sults in determining pose under facial appearance changes and
illumination variations.

The tracking initialization algorithm uses a likelihood func-
tion estimation framework and can be interpreted as a proba-
bilistic face detector. An arbitration scheme is also used to ob-
tain an extension of the algorithm to cover multiple face cases.

The main contributions of the current work are the use of
a novel probabilistic model based on automatically generated
feature point sets in an object tracking scheme, the introduction
of mutual information as a separate cue in a probabilistic face
tracking framework and the head orientation calculation method
using mutual information.

The proposed tracking scheme was tested on real image se-
quences. The tracker performs well in partial occlusion and il-
lumination changes, because it combines the robustness of the
mutual information systems to illumination changes and the ap-
pearance based face detection systems to partial occlusion.

The remainder of the paper is organized as follows: The
estimation of the likelihood function term based on statis-
tical training is described in Section II. The estimation of
the probability based on mutual information is presented in
Section III. The temporal model is presented in Section IV.
The tracking process and the tracking initialization procedure
are described in Sections V and VI respectively. Experimental
results are presented in Section VII and conclusions are drawn
in Section VIII.

II. ESTIMATION OF THE LIKELIHOOD FUNCTION TERM BASED

ON STATISTICAL TRAINING

The likelihood function term based on statistical training is
learnt through training using automatically generated feature
point sets. Each image of the training set is reduced to a set of
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automatically generated feature points [14], [15]. The feature
points represent image corners and are characterized by large
gradient variations in both horizontal and vertical directions.

A. Face Feature Generation and Training

The feature points [14], are generated using a
matrix:

(1)

where and are the image gradients of an image point in
the and direction respectively and is a window cen-
tered on the candidate feature point. Matrix is zero-positive
one by definition with two eigenvalues and is cal-
culated for every candidate feature point. The selected feature
points have two large eigenvalues of their matrix . Further-
more, the geometrical distance between two feature points must
not be smaller than a predefined threshold (feature point neigh-
borhood threshold) to ensure that the feature points do not con-
centrate on small image neighborhoods. The feature point set is
assumed to be comprised of pixels. Most of them represent
contour corners or local intensity patterns not corresponding to
obviously visible scene features [16]. In the case of faces, the
feature points are expected to lie on facial areas containing in-
tensity variations, such as facial contours, eyes, nose and mouth
(see Fig. 1).

The training procedure involves the feature point set gener-
ation from a number of training images. The “ORL Database
of Faces” [17] containing a total number of 400 images of 40
different persons was used for training. Feature point sets were
generated on the facial region of each training image. The fa-
cial region bounding rectangle was manually defined during the
training process. The feature point set generation process was
performed inside the manually defined facial region for each
image belonging to the training set.

As stated in [18], a major difficulty in the application of sta-
tistical feature point training is the efficient establishment of a
rough registration between the different instances of the training
set. Therefore, to avoid tedious manual interaction on very large
feature point sets we have resorted to a semi-automatic registra-
tion procedure. A bounding box containing the face was drawn
on each image of the training set and registered with respect to
the bounding box of an arbitrarily chosen reference image.

Let be the geometrical coordinates of the th feature point
with respect to the upper left corner of the face bounding box be-
longing to the first image of the training set and the geomet-
rical coordinates with respect to the upper left corner of the face
bounding box of a feature point belonging to the image of
the training set and has not been matched yet. We have assumed
correspondence for features and , with satisfying

(2)

among the feature points of image not yet matched. Fully au-
tomatic unsupervised registration algorithms also proposed in
literature may be applied. Their output strongly depends on the
similarity metric used [19].

(a) (b) (c)

Fig. 1. (a) Feature point set of 100 feature points. Feature neighborhood
threshold=5 pixels. (b) Feature point set of 100 feature points. Feature
neighborhood threshold=3 pixels. (c) Feature point set of 300 feature points.
Feature neighborhood threshold=3 pixels.

The feature point generation can be seen as a mapping proce-
dure. Each image of the training set is mapped to a “feature point
set” space with reduced dimensionality. The number of feature
points is selected to be much less than the total number of
image pixels , . It is convenient to set ,
where is the cardinality of the training image set. In our case

.
A second dimensionality reduction step can be accomplished

by using standard PCA. This step is necessary, if further dimen-
sionality reduction is desired without reducing the number of
feature points. The Gaussian probability density function of fa-
cial observation can be computed using the first principal
components, typically . If is chosen as

, then . This corresponds to a significant
data reduction of a factor of 50:1. The level of reduction can
be controlled by appropriately selecting the number of feature
points .

Let be the image intensity at pixel . The feature vector
can be expressed as

(3)

where is the matrix whose columns are the eigenvectors of
the covariance matrix:

(4)

is the mean feature vector, and

(5)

(6)

are the coordinates of in the eigenvector basis. A principal
component feature vector is obtained by

(7)

where is a submatrix of containing the principal eigen-
vectors.

B. Probability Estimation

The estimation of the likelihood function term based on sta-
tistical training is accomplished by using the multiscale exten-
sion of the face detection procedure presented in [20]. Let be
the mean and be the covariance matrix of the feature vector

obtained by the statistical training
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(a) (b) (c)

Fig. 2. Single face tracking image sequence.

(a) (b) (c)

Fig. 3. Face tracking image sequence containing two faces.

procedure. The likelihood of an feature vector at time instant
, under the assumption of Gaussian distribution is given by

(8)

where is the face class and is the position, scale and rota-
tion vector to be defined in the next section. If PCA has been
performed on the feature vectors, can be approxi-
mated by [20]

(9)

where

(10)

is the term estimated from the principal components, and

(11)

is the estimated contribution of the remaining components.
is the residual reconstruction error

(12)

(13)

In order to estimate over a new face region in
video frame , a set of feature points should be generated using
the previously described algorithm. The probability
of a pattern belonging to a face is generally normalized with
respect to its maximum value. The normalized probability is
compared to a predefined threshold in order to perform facial
region assignment.

III. ESTIMATION OF THE PROBABILITY BASED ON

MUTUAL INFORMATION

The tracking process can be modeled as a communication be-
tween a transmitter (the reference face region at time )
and a receiver (the target face region at time ) with a symbol
alphabet having cardinality (the maximum number of
grayscale levels). The mutual information is a measure of the
amount of information transmitted through the communication
channel. Let , be two random variables with

, , their joint and marginal probability mass
functions and be the tracked face parameter
vector at time . contains the feature point set geometrical
coordinates at time t, , while and rep-
resent face scale and rotation parameters at time with respect
to the face location at time .

The mutual information of two random variables , with
a joint probability mass function is defined as [21], [22]

(14)
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(a) (b)

(c) (d)

Fig. 4. (a) Observation probability (23), (b) likelihood function term based on statistical training (9), (c) mutual information term (17), (d) temporal model term
(18)–(20) versus time for the image sequence shown in Fig. 2.

The maximal mutual information for a particular prior is
[23]

(15)

and reaches its maximal value when

(16)

We define the prior probability based on the mutual information
tracking cue as

(17)

Since [21], [22], . A
large value of indicates a strong match be-
tween the reference and the target regions, while a small value of

indicates a weaker match. As can be seen,
the calculation of does not require previous training and is
calculated using the facial position in the previous frame (refer-
ence face region) and current frame (target face region).

IV. TEMPORAL MODEL

The temporal model describes the probability of face appear-
ance at a certain location given its location at the previous time
instant. The temporal model is used as a constraint factor in the

tracking process [6]. Scale variation is modeled as a Gaussian
distribution

(18)

In order to model the facial position variation, the feature point
sets generated on the reference and target regions are used. The
overall facial position variation is modeled as

(19)
where , are the and coordinates of feature point

, respectively, at time instant . Finally, the rotation is modeled
by

(20)

The overall temporal model term is defined as the product of the
terms: , and .

(21)

Prior probabilities are not informative if the prior pdf has a larger
variance than the likelihood function [1]. Therefore, too small
values of , and will render the temporal model noninfor-
mative and, thus, not useful for the tracking process.

V. FACE TRACKING

In order to track the detected faces to the next frame, the
observation probabilities are calculated
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(a) (b)

(c) (d)

Fig. 5. (a) Observation probability (23), (b) likelihood function term based on statistical training (9), (c) mutual information term (17), (d) temporal model term
(18)–(20) versus time for the left-hand face of the image sequence presented in Fig. 3.

(a) (b)

(c) (d)

Fig. 6. (a) Observation probability (23), (b) likelihood function term based on statistical training (9), (c) mutual information term (17), (d) temporal model term
(18)–(20) versus time for the right-hand face of the image sequence presented in Fig. 3.

for each detected face [6]. Let us recall that
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(a) (b) (c)

Fig. 7. Face tracking under constant illumination conditions.

(a) (b) (c)

Fig. 8. Face tracking under varying illumination conditions.

is the vector containing the feature points and their rotation and
scaling parameters at time instant .

Using the Bayesian formulation it can be easily found that

(22)

In (22) represents the posterior density,
represents the prior density function,

represents the likelihood function. The
term is considered a constant [1]. In the
context of present work, the likelihood function is calculated as
a the product of a term based on statistical training and a mutual
information tracking term, while the prior density function
is calculated by using a temporal model term. The mutual
information term is used as a measure of the similarity between
the face in the previous and in current frame. The observation
probability of the parameter vector
is approximated, as the product of a prior probability term and
a likelihood term [1] by

(23)

The term is a normalizing factor [1]. In the context of the
present work:

(24)

(25)

In order to obtain an estimate of the head location parameters
we start by finding the vector . The estimate of is then

refined by calculating the scale factor and the rotation angle
. Better results may be obtained by adopting a recursive re-

fining process.
In the context of present work, the scale estimate is deter-

mined by using the procedure described in Section II-B. Head
orientation is estimated by using the mutual information cue
presented in Section III. A search for the best rotation angle is
performed after the translation parameters are estimated. The
probability (17) incorporates the orienta-
tion information. The obtained estimates are refined by using
the temporal model presented in Section IV.

VI. FACE TRACKING INITIALIZATION

The face tracking algorithm initialization procedure is based
on the estimation of the probability . The probability
is obtained by using the process described in Section II-B and
is extended to handle multiple faces. Candidate facial regions
are considered all those for which the normalized probability

with respect to its maximum value exceeds a pre-
defined threshold, whose value is set empirically by obtaining
tracking results on image sequences acquired using the same
camera under similar illumination conditions. In order to elimi-
nate false facial region candidates an arbitration scheme similar
to that presented in [24] is implemented and is described sub-
sequently. The initialization steps of the multiple face tracking
algorithm are as follows:
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(a) (b) (c)

Fig. 9. Tracking of two faces under varying illumination conditions.

(a) (b) (c)

Fig. 10. Tracking results of two faces under varying illumination conditions and partial occlusion.

• Calculate the probabilities over the entire
image (9).

• Reject all the candidate regions whose normalized proba-
bility is below a predefined threshold. Mark these candi-
date regions as non facial regions.

• Repeat
— Mark as a face the unmarked image region assigned to

the maximum probability.
— Perform the arbitration scheme:

• Reject any candidate facial region whose center
lies within a previously defined facial region.

• Reject any candidate facial region overlapping
with a previously defined facial region.

• Reject any candidate facial region, when the
number of less probable candidate facial regions
within them is less than a predefined threshold.

• until all candidate regions are marked as facial or non
facial ones.

The first two rules of the arbitration scheme impose the re-
jection of candidate facial regions that are considered outliers,
based on previous detection results. Nevertheless, wrong rejec-
tion of facial regions lying very closely to each other is a pos-
sible side effect. The third rule of the arbitration scheme was
motivated by the work of Rowley et al. [24] and is based on the
assumption that a strong facial candidate should be accompa-
nied by neighboring less strong facial candidates. The absence
of the less strong facial candidates implies that the facial candi-
date under examination is an outlier and should be rejected.

VII. EXPERIMENTAL RESULTS

The proposed algorithm was tested on a variety of real face
image sequences under various illumination and occlusion con-
ditions. The image sequences were obtained, using a simple
videoconference camera. They can contain multiple faces per
video shot.

The kernel parameters versus time, such as the likelihood
function term based on statistical training (9), the mutual infor-
mation based probability , (17) and the observation proba-
bility (23) are presented in time sequences (see Figs. 4–6), for
each face in the image sequences presented in Figs. 2 and 3.
The results for all the kernel parameters are calculated from the
second frame of each testing sequence onwards. Note that in
Fig. 6, the final observation probability and the likelihood term
based on statistical training are normalized with respect to the
maximum probability after the first face localization.

Results on a single face sequence without illumination
changes or partial occlusion are presented in Fig. 7. As can
be observed, the face position and orientation are correctly
determined. Tracking results on a similar sequence with
illumination changes are presented in Fig. 8. A slight drift
in the estimated facial position is noticed in very dark image
sequences, when the tracking process is prolonged for too
long. Results on multiple face image sequences suffering from
lightening changes and partial occlusion are presented in Figs. 9
and 10 respectively. Facial position is correctly determined in
the multiple face case, even under severe partial occlusion or
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illumination changes. In general, the face tracking algorithm
proposed in this paper can effectively track multiple faces
under significant illumination changes and partial occlusion.

VIII. CONCLUSION

A probabilistic face tracking scheme was presented in this
paper. Likelihood function estimation is performed using sets of
automatically generated feature points and a mutual information
tracking cue, while the prior density function estimation is based
on a Gaussian temporal model.

The main contributions of the proposed scheme are the intro-
duction of a novel appearance based model for likelihood func-
tion estimation and the use of a mutual information tracking cue
in conjunction with a Gaussian temporal model. Moreover, the
implementation of an arbitration scheme to face tracking initial-
ization is also important, since it allows a multiple face tracking
extension.

The proposed algorithm was tested on real face sequences ac-
quired using a videoconference camera under different illumina-
tion and occlusion conditions. Results have shown that the facial
position is correctly determined even in image sequences pre-
senting important illumination changes and partial occlusion.
The face orientation was correctly determined under normal il-
lumination conditions and slight illumination changes. Robust-
ness to illumination changes is obtained by using the mutual
information tracking cue, while robustness to partial occlusion
is obtained by the use of the appearance based model.
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